wo 2015/081277 A1 | ]I NF 1 00O 0 R

(43) International Publication Date

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Ny
Organization é
International Bureau -,

=

\

(10) International Publication Number

WO 2015/081277 Al

4 June 2015 (04.06.2015) WIPO I PCT

(51

eay)

(22)

(25)
(26)
(30)

1

1

(72

International Patent Classification:
HO4L 27/26 (2006.01)

International Application Number:
PCT/US2014/067738

International Filing Date:

26 November 2014 (26.11.2014)
Filing Language: English
Publication Language: English
Priority Data:
61/910,028 27 November 2013 (27.11.2013) US

Applicant (for US only): FUTUREWEI TECHNOLO-
GIES, INC. [US/US]; 5340 Legacy Drive, Suite 175, Pla-
no, Texas 75024 (US).

Applicant: HUAWEI TECHNOLOGIES CO., LTD.
[CN/CN]; Huawei Administration Building, Bantian,
Longgang District, Shenzhen, Guangdong 518129 (CN).

Inventors: YU, Wei; 79 FElmsthorpe Ave., Toronto,
Ontario M5S 2LP (CA). BALIGH, Mohammadhadi; 149
Saltspring PVT, Kanata, Ontario K2M 0B1 (CA). PATIL,

(74

(8D

(84)

Pratik Narendra; 5 Hoskin Avenue, Room 215, Toronto,
Ontario M5S 1H7 (CA).

Agent: MCCUTCHEON, Robert D.; Munck Wilson
Mandala, LLP, 12770 Coit Road, 600 Banner Place Tower,
Dallas, Texas 75251 (US).

Designated States (uniess otherwise indicated, for every
kind of national protection available). AE, AG, AL, AM,
AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY,
BZ, CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM,
DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
HN, HR, HU, ID, IL, IN, IR, IS, JP, KE, KG, KN, KP, KR,
KZ, LA, LC, LK, LR, LS, LU, LY, MA, MD, ME, MG,
MK, MN, MW, MX, MY, MZ, NA, NG, NI, NO, NZ, OM,
PA, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW, SA, SC,
SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ, TM, TN,
TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM, ZW.

Designated States (uniess otherwise indicated, for every
kind of regional protection available): ARIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, ST, SZ,
TZ, UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU,
TJ, TM), European (AL, AT, BE, BG, CH, CY, CZ, DE,
DK, EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU,

[Continued on next page]

(54) Title: METHOD AND APPARATUS FOR DOWNLINK TRANSMISSION IN A CLOUD RADIO ACCESS NETWORK

IDENTIFY A MOBILE STATION (MS)
COUPLED TO A CLOUD RADIO ACCESS
802~ NETWORK (CRAN) TO PARTICIPATE IN
A DATA COMPRESSION DOWNLINK

TRANSMISSION SCHEME

Y
804 CHOOSE NETWORK BEAMFORMERS
™  FORPRE-CODING USER SIGNALS
OVER MULTIPLE BASE STATIONS

|t

i
OPTIMIZE COMPRESSION-BASED
806 ~"| DOWNLINK TRANSMISSION SCHEME

Y
IDENTIFY A MOBILE STATION
COUPLED TO THE CLOUD
808 - RADIO ACCESS NETWORK TO
PARTICIPATE IN A DATA SHARING
DOWNLINK TRANSMISSION SCHEME

[
FIG. 8

800

(57) Abstract: Various disclosed embodiments include
methods and systems of downlink transmission in a cloud ra-
dio access network (CRAN). The method comprises identify-
ing, by a data processing system, a mobile station (MS)
coupled to the CRAN to participate in a data compression
downlink transmission scheme. The method comprises
identifying, by the data processing system, an MS coupled to
the CRAN to participate in a data sharing downlink trans-
mission scheme.



WO 2015/081277 A1 WK 00N VAT A AU

LV, MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SL SK, Published:
SM, TR), OAPI (BF, BJ, CF, CG, CL, CM, GA, GN, GQ,

GW, KM, ML, MR, NE, SN, TD, TG). —  with international search report (Art. 21(3))



5

10

15

20

25

30

WO 2015/081277 PCT/US2014/067738

1

METHOD AND APPARATUS FOR DOWNLINK TRANSMISSION IN A CLOUD
RADIO ACCESS NETWORK

TECHNICAL FIELD
[0001] The present disclosure 1is generally directed to
downlink transmissions in a wireless communications network,

such as a cloud-based radio access network {(CRAN).

BACKGROUND

[0002] Interference management i1s known to be an obstacle
in realizing the spectral efficiency increase promised by
multiple-antenna technigques in wireless systems. To address
this problem, CRAN architectures have been considered in which
base stations (BSs) are connected via high speed digital
backhaul links to centralized cloud computing servers, where
the encoding functionalities and the decoding functionalities
of the base stations are migrated, which enables efficient
resource allocation and interference management.

[0003] By allowing coordination and joint signal processing
across multiple base stations (BSs) in the network, the CRAN
architecture enables the implementation of network multiple-
input multiple-output (MIMO) or coordinated multi-point (CoMP)
concepts. However, one of the main impairments to the
implementation of CRAN architectures is given by the capacity
limitations of the digital backhaul links connecting the base
stations and the central wunit, which 1limits efficient
interference management.

[0004] The present disclosure provides various methods,
mechanisms, and technigues to efficiently manage interference
in and to increase throughput of a CRAN-based multi-cell

network.
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SUMMARY

[0005] According to one embodiment, there is provided a
method of downlink transmission in a cloud radio access
network (CRAN) performed by a data processing system. The
method comprises identifying, by the data processing system, a
mobile station (MS) coupled to the CRAN to participate in a
data compression downlink transmission scheme. The method
comprises identifying, by the data processing system, an MS
coupled to the CRAN to participate in a data sharing downlink
transmission scheme.

[0006] In another embodiment, there 1is provided a data
processing system for downlink transmission in a cloud radio
access network (CRAN). The data processing system comprises a
processor, and memory coupled to the processor. The memory
comprises instructions that, when executed by the processor,
cause the data processing system to perform operations
comprising identifying a mobile station (MS) coupled to the
CRAN to participate in a data compression downlink
transmission scheme, and identifying an MS in the CRAN to

participate in a data sharing downlink transmission scheme.
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BRIEF DESCRIPTION OF THE DRAWINGS
[0007] For a more complete understanding of the present
disclosure, and the advantages thereof, reference is now made
to the following descriptions taken in conjunction with the
accompanying drawings, wherein 1like numbers designate 1like
objects, and in which:
[0008] FIGURE 1 illustrates an example of a message sharing
cooperation scheme for downlink transmission in a cloud radio
access network (CRAN) architecture;
[0009] FIGURE 2 illustrates an example of a compression-
based cooperation scheme for downlink transmission in a cloud
radio access network (CRAN) architecture;
[0010] FIGURE 3 illustrates an example of a Thybrid
compression and message sharing cooperation scheme for
downlink transmission in a cloud radio access network (CRAN)
architecture according to one embodiment;
[0011] FIGURE 4 illustrates a flow diagram illustrating
hybrid compression and message sharing according to one
embodiment;
[0012] FIGURE 5 illustrates a graphical representation of a
comparison of cumulative distribution functions of user rates
for the message sharing, compression-based, and  hybrid
cooperation schemes according to one embodiment;
[0013] FIGURE 6 illustrates a graphical representation of a
comparison of average per-cell sum rate of the hybrid scheme
to the compression-based scheme as a function of average per-
cell backhaul capacity according to one embodiment;
[0014] FIGURE 7 illustrates a graphical representation of a
comparison of cumulative distribution functions of user rates
for the hybrid scheme and the compression-based scheme

according to one embodiment;
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[0015] FIGURE 8 illustrates a flow diagram illustrating a
method of downlink transmission 1in a c¢loud radio access
network (CRAN) architecture according tc one embodiment;

[0016] FIGURE 9 illustrates an example communication system
for downlink transmission in a cloud radio access network
(CRAN) architecture according to one embodiment; and

[0017] FIGURES 10A, 10B and 10C illustrate example devices
that can implement downlink transmission in a cloud radio

access network (CRAN) architecture according to one

embodiment.
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DETAILED DESCRIPTION

[0018] The interference mitigation capability of CRAN stems
from its ability to Jjointly encode the user messages from
across multiple BSs. One way to enable such joint pre-coding
is to simply share each user’s message with multiple BSs over
the backhaul 1links. This backhaul transmission strategy,
called message-sharing in the present disclosure, can be
thought of as analogous to a decode-and-forward relaying
strategy. As the sharing of each user’s message across the
entire network would require an excessively large amount of
backhaul capacity, practical implementation of message-sharing
often involves clustering, where each user selects a subset of
cooperating BSs.

[0019] As an alternative strategy, the joint pre-coding of
user messages can also be performed at the cloud server,
rather than at the individual BSs. In this case, the pre-coded
analog signals are compressed and forwarded to the
corresponding BSs over the finite-capacity backhaul links for
direct transmission by the BS antennas. This approach, called
pure compression in the present disclosure, 1is akin to a
compress-and-forward relaying strategy.

[00201] Instead of solely using either pure compression or
pure message-sharing, disclosed embodiments include a hybrid
scheme that can benefit overall gsystem performance. Disclosed
embodiments include processes where a data processing system
that comprises a central processor or cloud server directly
sends messages for some of the users to one or more of the BSs
along with the compressed version of the rest of the pre-coded
signal (e.g., sending a “clean” message for strong users while
compressing the rest of the interference canceling signals).
One skilled in the art will appreciate that 1in some
embodiments it is possible to send a message both directly to

one or more of the BSs along with a compressed version of the
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same message along with other messages in the pre-coded
signal. It is also possible for parts of a message to be
compressed with other parts sent directly.

[0021] FIGURE 1 illustrates an example of a message sharing
cooperation scheme for downlink transmission in a cloud radio
access network (CRAN) architecture. As illustrated in FIGURE
1, a network MIMO (multiple input multiple output) system 100
includes L single antenna base stations (BSs) 102 serving K
single antenna mobile stations (MSs) 104. Each of the BSs 102
is coupled to a central processor (CP) 106 via a capacity
limited digital backhaul 1link 108. In some embodiments, the
central processor 106 comprises a data processing system that
includes a centralized baseband processing unit pool. A sum-
capacity backhaul constraint may be imposed so that the total
capacity over the L backhaul links is limited to C bits per
channel use. The sum-capacity backhaul constraint is adopted
in the present disclosure for convenience because it can model
the scenario where the backhaul 1s implemented in a shared
(e.g., wireless) medium. Alternatively or additionally,
individual backhaul capacity constraints can alsc be imposed
on each of the L backhaul links.

[0022] An independent data stream is transmitted from the
central processor to each user. Let x; be the signal

transmitted by BS 1. The received signal at user k can be

w=hix+z, k=12 K x € CH¥ =[ay,... 2|7

written as where

Lxl _ )
is the aggregate signal from the I BSs, hy € C° = fhg, - hel is
the channel from the L BSs to the user k, and zx is the

. . . . 2
additive zero-mean Gaussian noise with variance 9 . In

addition, each BS 1 has a power constraint P; so that
EXP<P. 1=12..I

[0023] The present disclosure describes processes that find

the optimal encoding and transmission schemes at the central
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processor 106 and at the BSs 102 that maximize the weighted
sum rate of the overall network. Fixed user scheduling is
assumed in some embodiments of the present disclosure. In
addition, perfect channel state information (CSI) 1s assumed
to be available both at the central processor and at all the

BSs in some cases.

Message Sharing Scheme

[0024] Message sharing refers to the cooperation scheme in
which the central processor 106 distributes the actual message
of each user 104 to its cooperating BSs 102 through the
backhaul links 108. Each BS 102 then forms a pre-coded signal
based on all the user messages available to it, as shown in
FIGURE 1. Let sy be the message signal for user k, assumed to
be complex Gaussian with zero-mean and unit variance. Let the

normalized beamforming wvector from all the BSs to user k be

Lxl _ |, ,
wp € C '“[wlﬁ’wzk“"’wLﬁ , where w;,x denote the component of

the beamformer at BS 1. Note that if BS 1 does not participate
in cooperatively transmitting to user k, then w;xy = 0. The

transmitted vector signal x from all the BSs can be written as

K
X = Z N PRWESE,
k=1 where pyx is the power of beam wyg.
[0025] At the receiver, the signal-to-noise-interference-
ratio (SINR) for user k can be expressed as
pr|hi wil|?
SINR;, =
2 i i [0 w4 |% + 02 .
. The achievable rate for user k
can be modeled as Ry = log(l + SINRyx), or using a similar

expression based on coding and modulation format.

[0026] The question of which subset of BSs should serve
each user i1s in general nontrivial. For comparison purpose,
the present disclosure uses the following common heuristics

for evaluating the achievable rates using the message-sharing
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scheme, wherein each user forms a cooperating cluster
including S BSs with the strongest channels. Under a fixed BS
cooperation structure, locally optimal beamformers for
maximizing the weighted sum rate subject to BS power
constraints can be found using the weighted minimum mean
sguare error (WMMSE) approach. The total amount of backhaul
required to support this message-sharing scheme can be
calculated based on the achieved user rates multiplied by the

number of BSs serving each user.

Compression-Based Scheme

[0027] In a compression-based scheme, the functionality of
pre-coding is completely migrated to the central processor
106, as shown in FIGURE 2. The central processor 106 performs
joint encoding of the user messages and forms the analog
signals intended to be transmitted by the BSs’ antennas to the
MSs 104. As the pre-coded signals are analog, they need to be
compressed before they can be forwarded to the corresponding
BSs 102 through the finite-capacity Dbackhaul 1links 108.
Compression introduces guantization noises. The guantization
noise level is a function of the backhaul capacity.

Lo~ LXI A « 3T
[0028] ret X€C =[21,-*,2L]" genote pre-coded signals

intended for BSs 1 to L, which is formed using the beamformers

ry 2 T“LXI P ars
for users 1 to XK, i.e., Wh&El = makankgn-:wLii with power
K
X= VILWLSE . .
Dx: k=1 . The power of Tt is denoted as Pﬁ. The
s 4 x=x+e
guantization process for X can be modeled as ,

where e is the guantization noise with covariance Q e CixL

modeled as a Gaussian process and assumed to be independent of

X, In this case, the received SINR for user k 1is
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. Hos 12
SINRj = Pl Wi |
S P w2 4+ 02 + W Qhy| :
R IR T k ‘. The achievable rate for
user k 1s again Ry = 1log(l+SINRx), or determined wusing a

similar expression based on coding and modulation format. For
simplicity, the present disclosure assumes independent
gquantization at each BS 102, in which case Q is a diagonal
matrix with diagonal entries ¢g;. Assuming an ideal guantizer,
the quantization noise level gl and the backhaul capacity Cl
10g<£§j:£) <G

are related as @ or using a similar expression
based on the gquantization method.

[0029] The optimization of the pure-compression strategy
can now be stated as a weighted sum rate maximization problem
over the transmit beamformers and the guantization noise
levels as follows:

K

maximize E FIEN ZAN
Wi Pre 41, Ch ot

subject to  log (%) <G, 1KIgL

L
dascC

l==1
P+gq<h, 1<I<L

¢r20, 1=i=<L. (optimization problem

(Pl)), where -Rk and P are both functions of the underlying
variables wx, px. This may be referred to as optimization

problem (P1l).

Hybrid Compression and Message Sharing

[0030] In the message-sharing based cooperation scheme, the
backhaul 1links 108 are used to carry user megsages. The
advantage of such an approach 1is that BSs 102 get “clean”
messages which they can use for joint encoding. However, the

backhaul capacity constraint limits the cooperation cluster
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size for each user. In the compression-based scheme, the pre-
coding operation is exclusively performed at the central
processor 106. The main advantage of such an approach is that,
because the central processor 106 has access to all the user
data, it can form a joint pre-coding vector using all the user
messages, thus achieving full BS cooperation. Additionally,
the BSs 102 can now be completely oblivious of the wuser
codebooks as the burden of pre-processing is shifted from the
BSs 102 to the central processor 106. However, because the
pre-coded signals are compressed, quantization noise is
increased.

[0031] The present disclosure includes a hybrid compression
and message sharing process in which the pre-coding operation
is split between the central processor 106 and the BSs 102.
Because the desired pre-coded signal typically includes both
strong and weak users, it may be beneficial to send clean
messages for the strong users, rather than including them as a
part of the signal to be compressed. In so doing, the
amplitude of the signal that needs to be compressed can be
lowered, and the reguired number of compression bits reduced.
[0032] The present disclosure describes an approach as
illustrated in FIGURE 3 where a part of backhaul capacity is
used to send direct messages for some users (for whom the BSs
102 are better off receiving messages directly, instead of
their contributions in the compressed pre-coded signals) and
the remaining ©backhaul capacity is used to carry the
compressed signal that combines the contributions from the
rest of the users. Typically, each BS 102 receives direct
messages for the strong users and compressed pre-coded signals
combining messages of the rest of the weak users in the
network. Each BS 102 then combines the direct messages with
the decompressed signal, and transmits the resulting pre-coded

signal on its antenna. Note that the appropriate beamforming
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coefficients are assumed to be available at both the cloud
processor 106 and at the BSs 102.

[0033] The present disclosure describes a hybrid
compression and message-sharing process. The optimization of
the hybrid process involves the choice of beamforming vector
Wy, power ©px, the quantization noise 1levels g1, and the
decision of which users should participate in message sharing
and which users should participate in compression. To simplify
the overall problem, the network wide beamformers are fixed
throughout in the present disclosure, however optimization
algorithm in which the beamformers are updated throughout is
also possible. The design process in the present disclosure
begins with an optimized pure compression scheme. At each
iteration of the process, the most suitable user for message
sharing is selected, then the gquantization noise levels are
re-optimized for the remaining compressed part. This procedure
can be continued until no additional users can benefit from
message sharing instead of being included in the compressed
signal.

[0034] The overall process of hybrid compression and
message sharing is described in Process 1 400 illustrated by
the flow diagram of FIGURE 4. Process 1 400 comprises choosing
fixed network-wide beamformers, at 402. The fixed network-wide
beamformers may be chosen using, for example, the regularized
zero-forcing approach. Process 1 comprises, assuming pure
compression, optimizing a quantization noise level in each
backhaul 1link and obtaining user rates for users, at 404.
Process 1 comprises using Process 2 to select users for
message sharing, at 406. Process 2 1is described in further
detail below. Each of the components of Process 1 is described

in more detail below.
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A. Choose Fixed Network Beamformers

[0035] For simplicity, the network beamformers are fixed
for pre-coding the user signals over the multiple BSs. An
approach is described based on regularized zero-forcing
beanforming. The beamformers can also be chosen in different
ways, for example wusing the zero-forcing or the weighted

minimum mean square error (WMMSE) approach.

[0036] The direction for the beamformer of user k, wx, 1is
tr
chosen to be lTesTl for tLGZCLX1, where

[ty b] = HY(HH + o)™ HE@KXL:[hh“':hf‘f]H', Iis ax
x K identity matrix, and o 1is a regularization factor. The
regularization factor o and the powers px associated with each
beam are chosen as follows. First, the SINR is approximated
for each user by ignoring the residual interference from the
other users. Then for a fixed o, the powers px associated with
each beam can be chosen to maximize the weighted sum rate by
solving the following convex optimization problem (P2) subject

to the per-BS powexr constraints:

o pi | wy |
maximize wlog | 14+ —F—
P E:!& g( a2 )
=1
K
subject to z;7kliu;>k}2 <P, 1<I<L
b=1
(optimization problem (P2))
[0037] The appropriate regularization constant o can be set
heuristically depending on SNR, or it can be found by solving
(P2) for different «a’s and the one that maximizes the weighted

sum rate can be selected.

B. Optimize Pure Compression Scheme
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[0038] The present disclosure starts with the pure
compression strategy, and uses the following method for
finding the optimal gquantization noise level and the resulting
achievable user rates with pure compression. This is akin to
solving the optimization problem (Pl) above. For simplicity of
presentation, the ©present disclosure assumes that the
beamformers wy, and the powers px are fixed, and optimizes over
the quantization noise levels at each BS o1, or equivalently

C,, as follows:

K

maximize 1, log(1 + SINR],
i § tx: log( )

L
subject to Z G <C

=1 (optimization problem (P3)), where
H._... 12
SIN’RI _ pk‘hk “’kl
T ; By |2
o pilnHw |2 402 4 Y, Skl
D ik DI WE 02+ 300 e (equation 1)
[0039] The problem is reformulated in terms of C; by the
¢ = A
substitution ¢ 2°1-1 ., one observation is that the resulting

optimization problem (P3) becomes convex in C; (assuming fixed
px and wy), which allows efficient numerical solution. The

proof of concavity is omitted here for brevity.

[0040] The variable P! above denotes the power of xy to be

compressed, and 1s assumed to be a constant in the SINR
equation (1) above. Ideally, P should be set as close to the
BS power constraint pl as possible. But if P ig set exactly

equal to Pl, after adding gquantization noise, the resulting
power of the signal transmitted by BS 1 would exceed the power

constraint. For simplicity, the present disclosure starts with

P = Pl and decrements Fi by the gquantization noise level g

after the optimization. This process may need to be iterated
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until a feasibkble power allocation satisfying Py g < F& is

found.

C. Greedy User Selection for Message Sharing

[0041] The initial user rates obtained with pure
compression are improved upon by allowing the messages for a
subset of users to be sent to BSs 102 directly through the
backhaul links 108. To select users for direct data transfer,
the present disclosure compares, for each user, the backhaul
capacity required for sending its message directly, with the
reduction in backhaul in compressing the rest of the signal if
that user is dropped from compression.

[0042] To illustrate this more clearly, recall that the
pre-coded signal L = VPIWLiSL+/Patlasy + .+ VPRUWLKSK 4

compressed for BS 1. The amount of backhaul needed to compress

%x; to within quantization noise level q; 1s approximately

5 _ 2 el o2 :
Iog(qz), where B = pifwi? + palwialt + .0+ pg{{wg’;{!g‘ et

» 2
F@j :¢Pﬂukj]~, If the message for user k is sent directly,

the signal that needs to be compressed now has smaller power

}%“‘Eik. To compress the signal to within the same

log (pi f'&) bits

guantization noise level ¢, approximately
are needed instead. The backhaul capacity needed to send the
message of user k to BS 1 is just its achievable rate, namely,
Rx. Thus, message sharing is beneficial for user k on BS 1
whenever Ry is less than the saving in the quantization bits,

or eqgquivalently By - By, . This criterion is used to
select users for message sharing.
[0043] Once a user 1is selected for message sharing, the

guantization noise levels are re-optimized for the compressed
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part of the signals for each BS again by solving optimization
problem (P3) above with a modified total backhaul constraint
and modified power constraint. The modified backhaul capacity
constraint depends on the rate of the selected user, which is
a function of 'the guantization noise levels to be optimized.
Hence, optimization problem  (P3) is iteratively solved
assuming fixed rate for that user from the previous iteration,
then the rate is updated and the process is continued until
the rate converges. It will be appreciated that the new
guantization noise levels obtained from re-solving
optimization problem (P3) also affect the power constraint.
However, such effects are small and can be neglected.

[0044] Process 2 summarizes the user selection process for

message sharing based on the criterion of the eqguation

log (P 7 ) - R >0

L= 5Lk described above. A greedy approach is used
to look for the user which can provide the best improvement in
backhaul utilization, then the process is' continued until no

more users would result in further improvement.

Process 2: Select Users for Message Sharing
Set ng = 0,¥k; set Cump = C;

Set gy 1 = log (-ﬁfﬁf) — Ry, V(LK)
Set g = max; x {91,k }:
while g > 0 do
Set (?; k) = argmax g; » for message sharing;
Set Pl = P{— Pf«!};; P&}«c =0; n, =n; + L
repeat R
Set € = Ciemp — Zi,‘___ﬂ n; Ry, and solve (P3)
Update user rates Hy;
until user rates conyerg)e

o Poed 2 —A—-—El:—'-'
Set g1k = IOg (PE“PI,R
Set g = max;x{g1r}s

end while

— Ry, (k)

[0045] As an alternative algorithm, the selection of which

users to perform data-sharing and which users to perform
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compression may be determined based on channel condition or
user location. The optimization algorithm can include the
maximization of the weighted sum rate over the beamforming
vectors and gquantization.

[0046] FIGURES 5-7 illustrate simulation results comparing
pure compression, pure message-sharing, and the hybrid schemes
for a 7-cell CRAN with 15 users randomly located in each cell.
Users are scheduled in a round-robin fashion with one active
user scheduled per cell at any given time. The BS-to-BS
distance is set at 0.8km, and the noise power spectral density
is

-162dBm/Hz. The channels from the BSs to the users are
generated according to a distance-dependent path-loss model
PL(dB) = 128.1+37.1 logl0(d) with 8dB log-normal shadowing and
a Rayleigh fading component, where d is the distance between
the BS to the user in km. Perfect channel estimation is
assumed, and the CSI is made available to all the BSs and to
the centralized processor. A total Dbandwidth of 10 MHz is
assumed.

[0047] For simplicity of designing beamformers for message
sharing, a sum power constraint over 7 BSs is adopted so that
the average power spectral density at each BS antenna is -
27dBm/Hz. For the pure message sharing scheme, cooperation
cluster size 1is fixed for each user, the BSs are picked
according to channel strength, and the WMMSE approach is used
for designing beamformers. The backhaul capacity is calculated
once the user rates are determined. For compression and hybrid
schemes, the initial network-wide beamformers are chosen using
the WMMSE approach with full cooperation over 7 cells.

[0048] FIGURE 5 illustrates the cumulative distribution
function (CDF) of the user rates for the pure compression,
pure message-sharing, and the Thybrid schemes. In the

simulation, weighted sum rate maximization is used as the
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optimization objective with weights wupdated according to
proportional fairness criterion. It can be seen that both the
pure compression and the  hybrid schemes significantly
outperform the message-sharing scheme. In particular, the
hybrid scheme with 350Mbps backhaul achieves about the same
user rates as the message-sharing scheme with 862Mbps, which
represents a saving in Dbackhaul capacity by about 60%.
Further, the hybrid scheme is also seen to outperform the pure
compression-based scheme, improving the rate of the 50th
percentile user by about 10% at the same backhaul.

[0049] In a second set of simulations, a larger network
with 19 cells, 3 sectors per cell, and 10 users randomly
located in each sector is considered. The central 7 BSs (i.e.,
the central 21 sectors) form a cooperation cluster. The out-
of-cluster interference produced by the rest of BSs is taken
into account. A more realistic per-BS power constraint
equivalent to -27dBm/Hz over 10MHz is imposed, and regularized
zero-forcing with per-BS power constraint is used to find the
initial beamformers in compression and hybrid designs.

[0050] FIGURE 6 shows the average per-cell sum rate of the
hybrid scheme as compared to the compression-based scheme as a
function of average per-cell backhaul capacity. As can be seen
from FIGURE 6, the hybrid scheme improves backhaul utilization
as compared to the compression scheme. The improvement 1is
prominent when the backhaul capacity i1s small and the gap
decreases as the backhaul capacity increases. The maximum
achievable rate with infinite backhaul capacity using
regularized =zero-forcing beamforming and the no-cooperation
baseline are also plotted for reference. It can be seen that
at an operating point of 85Mbps per-cell sum rate, which is
about 90% of the full cooperation rate, the hybrid scheme

requires a Dbackhaul of 150Mbps, while the pure compression
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scheme requires 180Mbps. Thus, the hybrid scheme achieves a
saving of about 20% in backhaul capacity reguirement.

[0051] In order to visualize the improvement in network
utility, the total backhaul capacity, in this example, 1is
fixed to be 150Mbps and 90Mbps and the CDF of user rates of
the compression and the hybrid schemes 1is plotted and
illustrated in FIGURE 7. The hybrid scheme is seen to improve
over the pure compression scheme mostly for high-rate users.
[0052] FIGURE 8 illustrates a flow diagram illustrating a
method 800 of downlink transmission in a cloud radio access
network (CRAN) architecture. A mobile station (MS) coupled to
the CRAN is identified by the central processor to participate
in a data compression downlink transmission scheme, at 802.
For example, network beamformers are chosen, at 804, for pre-
coding user signals over multiple base stations in the CRAN
and a compression-based downlink transmission scheme is used.
[0053] Thereafter, the compression-based downlink
transmission scheme is optimized, at 806, where an MS coupled
to the CRAN is selected, and for the selected MS, user data
rates are calculated. The user data rates are calculated by
determining an allocation of Dbackhaul capacities across all
base stations of the CRAN, determining corresponding
guantization noise levels, and determining achievable user
data rates for the data compression downlink transmission
scheme.

[0054] The method comprises identifying, at the central
processor, an MS coupled to the CRAN to participate in a data
sharing downlink transmission scheme, at 808. For example, an
MS that is participating in the data compression downlink
transmission scheme is identified to participate in the data
sharing downlink transmission scheme to improve the achievable
user data rates determined for the data compression downlink

transmission scheme.
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[0055] To illustrate, messages for a subset of selected MSs
are sent to at least one of the BSs directly through at least
one corresponding backhaul link that couples the BS to the
central processor. For each MS of the subset of the selected
MSs, a backhaul capacity needed for sending its message
directly through the backhaul links is determined. A reduction
in backhaul capacity needed for compression by removing the MS
from the data compression downlink transmission scheme is
determined, and the user data rate for the MS is re-calculated
to generate an updated user data rate. The determined backhaul
capacity needed for sending the message directly through the
backhaul 1links is compared to the determined reduction in
backhaul capacity and, based on the comparison, a
determination is made whether to add the MS to the data
sharing downlink transmission scheme. After the MS is added to
the data sharing downlink transmission scheme, the data
compression downlink transmission scheme 1is re-optimized.
Additional MSs may be selected; the user-selection process
runs iteratively until convergence.

[0056] Data 1s transmitted to the MS identified to
participate in the data compression downlink transmission
scheme, and data is transmitted to the MS identified to
participate in the data sharing downlink transmission scheme
[0057] The above identified methods/flows and devices may
be incorporated into a wireless or wired, or combination
thereof, communications network and implemented in devices,
such as that described below, and in the drawings below.

[0058] FIGURE 9 illustrates an example communication system
100 for downlink transmission in a CRAN according to one
embodiment of this disclosure. In general, the system 900
enables multiple wireless users to transmit and receive data
and other content. The system 900 may implement one or more

channel access methods, such as code division multiple access
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(cpMa), time division multiple access (TDMA) , frequency
division multiple access (FDMA), orthogonal FDMA (OFDMA), or
single-carrier FDMA (SC-FDMA).

[0059] In this example, the communication system 900
includes user equipment (UE) 910a-910c, radio access networks
(RANs) 920a-920b, a core network 930, a public switched
telephone network (PSTN) 940, the Internet 950, and other
networks 960. While certain numbers of these components or
elements are shown in FIGURE 9, any number of these components
or elements may be included in the system 900.

[0060] The UEs 910a-910c are configured to operate and/oxr
communicate in the system 900. For example, the UEs 910a-910c
are configured to transmit and/or receive wireless signals or
wired signals. Each UE 910a-910c¢ represents any suitable end
user device and may include such devices (or may be referred
to) as a user equipment/device (UE), wireless transmit/receive
unit (WTRU), mobile station (MS), fixed or mobile subscriber
unit, pager, cellular telephone, personal digital assistant
(PDA), smartphone, laptop, computer, touchpad, wireless
sensor, or consumer electronics device. The UEs 910a-910c¢c may
correspond to the MSs 104.

[0061] The RANs 920a-920b here include base stations 970a-
970b, respectively. Each base station 970a-970b is configured
to wirelessly interface with one or more of the UEs 910a-910c
to enable access to the core network 930, the PSTN 940, the
Internet 950, and/or the other networks 960. For example, the
base stations 970a-970b may include (or be) one or more of
several well-known devices, such as a base transceiver station
(BTS), a Node-B (NodeB), an evolved NodeB (eNodeB), a Home
NodeB, a Home eNodeB, a site controller, an access point (AP),
or a wireless router, or a server, router, switch, or other

processing entity with a wired or wireless network.
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[0062] In the embodiment shown in FIGURE 9, the base
station 970a forms part of the RAN 920a, which may include
other base stations, elements, and/or devices. Also, the base
station 970b forms part of the RAN 920b, which may include
other base stations, elements, and/or devices. Each Dbase
station 970a-970b operates to transmit and/or receive wireless
signals within a particular geographic region or area,
sometimes referred to as a “cell.” In some embodiments,
multiple-input multiple-output (MIMO) technology may Dbe
emploved having multiple transceivers for each cell.

[0063] The base stations 970a-970b communicate with one or
more of the UEs 910a-910c over one or more air interfaces 990
using wireless communication links. The air interfaces 990 may
utilize any suitable radio access technology.

[0064] It 1is contemplated that the system 900 may use
multiple channel access functionality, including such schemes
as described above. In particular embodiments, the base
stations and UEs implement LTE, LTE-A, and/or LTE-B. Of
course, other multiple access schemes and wireless protocols
may be utilized.

[0065] The RANs 920a-920b are in communication with the
core network 930 to provide the UEs 910a-910c with wvoice,
data, application, Voice over Internet Protocol (VoIP), or
other services. Understandably, the RANs 920a-920b and/or the
core network 930 may be in direct or indirect communication
with one or more other RANs (not shown). The core network 830
may also serve as a gateway access for other networks (such as
PSTN 940, Internet 950, and other networks 960). In addition,
some or all of the UEs 910a-910c may include functionality for
communicating with different wireless networks over different
wireless 1links using different wireless technologies and/or

protocols.
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[0066] Although FIGURE 9 illustrates one example of a
communication system, various changes may be made to FIGURE 9.
For example, the communication system 900 could include any
number of UEs, base stations, networks, or other components in
any suitable configuration, and can further include the EPC
illustrated in any of the figures herein.

[0067] FIGURES 10A, 10B and 10C illustrate example devices
that may implement the methods and teachings according to this
disclosure. In particular, FIGURE 10A illustrates an example
UE 910, FIGURE 10B illustrates an example base station 970,
and FIGURE 10C illustrates an example central processor 906.
These components could be used in the system 900 or in any
other suitable system.

[0068] As shown in FIGURE 102, the UE 910 includes at least
one processing unit 1000. The processing unit 1000 implements
various processing operations of the UE 910. For example, the
processing unit 1000 could perform signal coding, data
processing, power control, input/output processing, or any
other functionality enabling the UE 910 to operate in the
system 900. The processing unit 1000 also supports the methods
and teachings described in more detail above. Each processing
unit 1000 includes any suitable processing or computing device
configured to perform one or more operations. Each processing
unit 1000 could, for example, include a microprocessor,
microcontroller, digital signal processor, field programmable
gate array, or application specific integrated circuit.

[0069] The UE 910 also includes at least one transceiver
1002. The transceiver 1002 is configured to modulate data or
other content for transmission by at least one antenna 1004.
The transceiver 1002 is also configured to demodulate data or
other content received by the at least one antenna 1004. Each
transceiver 1002 includes any suitable structure for

generating signals for wireless transmission and/or processing
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signals received wirelessly. Each antenna 1004 includes any
suitable structure for transmitting and/or receiving wireless
signals. One or multiple transceivers 1002 could be used in
the UE 910, and one or multiple antennas 1004 could be used in
the UE 910. Although shown as a single functional unit, a
transceiver 1002 could also be implemented using at least one
transmitter and at least one separate receiver.

[0070] The UE 910 further includes one or more input/output
devices 1006. The input/output devices 1006 facilitate
interaction with a user. Each input/output device 1006
includes any suitable structure for providing information to
or receiving information from a wuser, such as a speaker,
microphone, keypad, kevboard, display, or touch screen.

[0071] In addition, the UE 910 includes at least one memory
1008. The memory 1008 stores instructions and data used,
generated, or collected by the UE 910. For example, the memory
908 could store software or firmware instructions executed by
the processing unit(s) 1000 and data wused to reduce or
eliminate interference in incoming signals. Each memory 1008
includes any suitable volatile and/or non-volatile storage and
retrieval device(s). Any suitable type of memory may be used,
such as random access memory (RAM), read only memory (ROM),
hard disk, optical disc, subscriber identity module (SIM)
card, memory stick, secure digital (SD) memory card, and the
like.

[0072] As shown in FIGURE 10B, the base station 970
includes at least one processing unit 1050, at least one
transmitter 1052, at least one receiver 1054, one or more
antennas 1056, and at least one memory 1058. The processing
unit 1050 implements various processing operations of the base
station 970, such as signal coding, data processing, power
control, input/output processing, or any other functionality.

The processing unit 1050 can also support the methods and
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teachings described in more detail above. Each processing unit
1050 includes any suitable processing or computing device
configured to perform one or more operations. Each processing
unit 1050 could, for example, include a microprocessor,
microcontroller, digital signal processor, field programmable
gate array, or application specific integrated circuit.

[0073] Each transmitter 1052 includes any suitable
structure for generating signals for wireless transmission to
one or more UEs or other devices. Each receiver 1054 includes
any suitable structure for processing signals received
wirelessly from one or more UEs or other devices. Although
shown as separate components, at least one transmitter 1052
and at least one receiver 1054 could be combined into a
transceiver. Each antenna 1056 includes any suitable structure
for transmitting and/or receiving wireless signals. While a
common antenna 1056 is shown here as being coupled to both the
transmitter 1052 and the receiver 1054, one or more antennas
1056 could be coupled to the transmitter(s) 1052, and one or
more separate antennas 1056 could De coupled to the
receiver(s) 1054. Each memory 1058 includes any suitable
volatile and/or non-volatile storage and retrieval device(s).
[0074] As shown in FIGURE 10C, the central processor 980
includes at least one processing unit 1055, at least one
transmitter 1060, at least one receiver 1065, one or more
antennas 1070, and at least one memory 1075. The processing
unit 1055 implements various processing operations of the
central processor 980, such as signal coding, data processing,
power control, input/output processing, or any other
functionality. The processing unit 1055 can also support the
methods and teachings described in more detail above. Each
processing unit 1055 includes any suitable processing or
computing device configured to perform one or more operations.

Each processing unit 1055 could, for example, include a
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microprocessor, microcontroller, digital signal processor,
field programmable gate array, or application specific
integrated circuit.

[0075] Each transmitter 1060 includes any suitable
structure for generating signals for wireless transmission to
one or more UEs or other devices. Each receiver 1065 includes
any suitable structure for ©processing signals received
wirelessly from one or more UEs or other devices. Although
shown as separate components, at least one transmitter 1060
and at least one receiver 1065 could be combined into a
transceiver. Each antenna 1070 includes any suitable structure
for transmitting and/or receiving wireless signals. While a
common antenna 1070 is shown here as being coupled to both the
transmitter 1060 and the receiver 1065, one or more antennas
1070 could be coupled to the transmitter(s) 1060, and one or
more separate antennas 1070 could be coupled to the
receiver(s) 1065. Each memory 1075 includes any suitable
volatile and/or non-volatile storage and retrieval device(s).
[0076] Additional details regarding UEs 910, base stations
970, and central processor 980 are known to those of gkill in
the art. As such, these details are omitted here for clarity.
[0077] In some embodiments, some or all of the functions or
processes of the one or more of the devices are implemented or
supported by a computer program that is formed from computer
readable program code and that is embodied in a computer
readable medium. The phrase “computer readable program code”
includes any type of computer code, including source code,
object code, and executable code. The phrase “computer
readable medium” includes any type of medium capable of being
accessed by a computer, such as read only memory (ROM), random
access memory (RAM), a hard disk drive, a compact disc (CD), a

digital videc disc (DVD), or any other type of memory.
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[0078] It may be advantageous to set forth definitions of
certain words and phrases used throughout this patent
document. The terms “include” and “comprise,” as well as
derivatives thereof, mean inclusion without limitation. The
term “or” is inclusive, meaning and/or. The phrases
*associated with” and ‘“associated therewith,” as well as
derivatives thereof, mean to include, be included within,
interconnect with, contain, be contained within, connect to orx
with, couple to or with, be communicable with, cooperate with,
interleave, juxtapose, be proximate to, be bound to or with,
have, have a property of, or the like.

[0079] While this disclosure has described certain
embodiments and generally associated methods, alterations and
permutations of these embodiments and methods will be apparent
to those skilled 1in the art. Accordingly, the above
description of example embodiments does not define or
constrain this disclosure. Other changes, substitutions, and
alterations are also possible without debarting from the
spirit and scope of this disclosure, as defined by the

following claims.
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WHAT IS CLAIMED IS:
1. A method of downlink transmission in a cloud radio
access network (CRAN), the method performed by a data

processing system and comprising:

identifying, by the data processing system, a mobile
station (MS) coupled to the CRAN to participate in a data
compression downlink transmission scheme; and

identifying, by the data processing system, an MS coupled
to the CRAN to participate in a data sharing downlink

transmission scheme.

2. The method according to Claim 1, wherein the
identified MS for participating in the compression downlink
transmission scheme is different from the identified MS for
participating in the data sharing downlink transmission

scheme.

3. The method according to Claim 1, further comprising
identifying beamformers across multiple base stations (BSs) of

the CRAN for pre-coding user signals over the multiple BSs.

4. The method according to Claim 3, wherein identifying
the MS coupled to the CRAN to participate in a data
compression downlink transmission scheme comprises:

selecting an MS;

for the selected MS, calculating user data <rates
comprising:

determining an allocation of backhaul capacities
across all BSs of the CRAN,

determining corresponding gquantization noise levels,
and

determining achievable user data rates for the data
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compression downlink transmission scheme.

5. The method according to Claim 4, wherein identifying
an MS coupled to the CRAN to participate in a data sharing
downlink transmission scheme comprises:

identifying an MS that is participating in the data
compression downlink transmission scheme to participate in the
data sharing downlink transmission scheme to improve the
achievable user data rates determined for the data compression

downlink transmission scheme.

6. The method according to Claim 5, wherein identifving
an MS to participate in the data sharing downlink transmission
scheme comprises:

sending messages for a subset of selected MSs to at least
one of the BSs directly through at least one corresponding

backhaul 1link that couples the BS to a central processor.

7. The method according to Claim 6, further comprising:

determining, for each MS of the subset of the selected
MSs, a Dbackhaul capacity needed for sending its message
directly through the backhaul links;

determining, for each MS of the subset of the selected
MSs, a reduction in backhaul capacity needed for compression
by removing the MS from the data compression downlink
transmission scheme and re-calculating the user data rates for
the MS to generate an updated user data rate;

comparing the determined backhaul capacity needed for
sending the message directly through the backhaul links to the
determined reduction in backhaul capacity; and

based on the comparison, determining whether to add the

MS to the data sharing downlink transmission scheme.
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8. The method according to Claim 7, further comprising:

transmitting data to the MS identified to participate in
the data compression downlink transmission scheme; and

transmitting data to the MS identified to participate in

the data sharing downlink transmission scheme.

9. The method according to Claim 7, wherein the
reduction in backhaul capacity is determined for each MS of
the subset of the selected MSs by performing a sequential

search of each MS of the subset.

10. The method according to Claim 7, wherein the
reduction in backhaul capacity is determined for each MS of
the subset of the selected MSs by performing a greedy search
of the MSs of the subset.

11. The method according to Claim 3, further comprising
utilizing a zero forcing process or a weighted minimum mean

square error (WMMSE) process to identify the beamformers.

12. A data processing system for downlink transmission
in a cloud radio access network (CRAN), the data processing
system comprising:

a processor; and

memory coupled to the processor comprising instructions
that, when executed by the processor, cause the data
processing system to perform operations comprising:

identifying a mobile station (MS) coupled to the
CRAN to participate in a data compression downlink
transmission scheme; and

identifying an MS coupled to the CRAN to participate

in a data sharing downlink transmission scheme.
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13. The data processing system according to Claim 12,
wherein the identified MS for participating in the compression
downlink transmission scheme is different from the identified
MS for participating in the data sharing downlink transmission

scheme.

14. The data processing system in accordance with Claim
12 further comprising instructions that, when executed by the
processor, cause the data processing system to perform
operations comprising identifying beamformers across multiple
base stations (BSs) of the CRAN for pre-coding user signals

over the multiple BSs.

15. The data processing system in accordance with Claim
14, wherein identifying the MS coupled to the CRAN to
participate in a data compression downlink transmission scheme
comprises:
selecting an MS;
for the selected MS, calculating wuser data rates
comprising:
determining an allocation of backhaul capacities
across all BSs of the CRAN,
determining corresponding guantization noise levels,
and
determining achievable user data rates for the data

compression downlink transmission scheme.

16. The data processing system in accordance with Claim
15, wherein identifying an MS coupled to the CRAN to
participate in a data sharing downlink transmission scheme
comprises:

identifying an MS that is participating in the data

compression downlink transmission scheme to participate in the
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data sharing downlink transmission scheme to improve the
achievable user data rates determined for the data compression

downlink transmission scheme.

17. The data processing system in accordance with Claim
15, wherein identifying an MS to participate in the data
sharing downlink transmission scheme comprises:

sending messages for a subset of selected MSs to at least
one of the BSs directly through at least one corresponding

backhaul link that couples the BS to a central processor.

18. The data processing system in accordance with Claim
17, further comprising instructions that, when executed by the
processor, cause the data processing system to perform
operations comprising:

determining, for each MS of the subset of the selected
MSs, a Dbackhaul capacity needed for sending its message
directly through the backhaul links;

determining, for each MS of the subset of the selected
MSs, a reduction in backhaul capacity needed for compression
by removing the MS from the data compression downlink
transmission scheme and re-calculating the user data rates for
the MS to generate an updated user data rate;

comparing the determined backhaul capacity needed for
sending the message directly through the backhaul links to the
determined reduction in backhaul capacity; and

based on the comparison, determining whether to add the

MS to the data sharing downlink transmission scheme.

19. The data processing system in accordance with Claim
18, further comprising instructions that, when executed by the
processor, cause the data processing system to perform

operations comprising:



10

15

20

WO 2015/081277 PCT/US2014/067738
32

transmitting data to the MS identified to participate in
the data compression downlink transmission scheme; and
transmitting data to the MS identified to participate in

the data sharing downlink transmission scheme.

20. The data processing system in accordance with Claim
18, wherein the reduction in backhaul capacity is determined
for each MS of the subset of the selected MSs by performing a

sequential search of each MS of the subset.

21. The data processing system in accordance with Claim
18, wherein the reduction in backhaul capacity is determined
for each MS of the subset of the selected MSs by performing a
greedy search of the MSs of the subset.

22. The data processing system in accordance with Claim
14, further comprising instructions that, when executed by the
processor, cause the data processing system to perform
operations comprising utilizing a zero forcing process or a
weighted minimum mean sguare error (WMMSE) process to identify

the beamformers.
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